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Abstract—Silicon physical unclonable function (PUF) has
emerged as a promising spoof-proof solution for low-cost
device authentication. Due to practical constraints in preventing
phishing through a public network or insecure communication
channels, simple PUF-based authentication protocol with
unrestricted queries and transparent responses is vulnerable
to modeling and replay attacks. In this article, we present a
modeling attack resistant PUF-based mutual authentication
scheme to mitigate the practical limitations in applications
where a resource-rich server authenticates a device with no
strong restriction imposed on the type of PUF design or
any additional protection on the binary channel used for the
authentication. Our scheme uses an active deception protocol
to prevent machine learning (ML) attacks on a device with
a monolithic integration of a genuine strong PUF (SPUF),
a fake PUF, a pseudorandom number generator (PRNG),
a register, a binary counter, a comparator, and a simple
controller. The hardware encapsulation makes the collection
of challenge–response pairs (CRPs) easy for model building
during enrollment but prohibitively time consuming upon
device deployment through the same interface. A genuine server
can perform a mutual authentication with the device using
a combined fresh challenge contributed by both the server
and the device. The message exchanged in clear cannot be
manipulated by the adversary to derive unused authentic CRPs.
The adversary will have to either wait for an impractically
long time to collect enough real CRPs by directly querying the
device or the ML model derived from the collected CRPs will
be poisoned. The false PUF multiplexing is fortified against
the prediction of waiting time by doubling the time penalty
for every unsuccessful guess. Our implementation results on
field-programmable gate array (FPGA) device and security
analysis have corroborated the low hardware overheads and
attack resistance of the proposed deception protocol.
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I. INTRODUCTION

WHILE Internet of Things (IoT) revolutionizes our lives
through remote healthcare, autonomous vehicles, and

smart homes, it also brings security issues. The large num-
ber of devices open up new attack vectors, as exemplified by
the IoT-based distributed denial-of-service (DDoS) attack on
Dyn, that brought down Twitter, SoundCloud, Spotify, Reddit,
and a host of other sites [1]. Providing security to IoT devices
is a major challenge as conventional security approaches,
based on provably secure cryptographic algorithms are too
resource intensive for implementation on these devices.

A physical unclonable function (PUF), is a security prim-
itive that utilizes intrinsic manufacturing process variations
to generate a unique digital fingerprint. A comprehensive
review of PUF can be found in [2]. As this natural variation
among silicon dies is outside the control of the manufac-
turer, PUFs are inherently difficult to clone, and possess
additional tamper-evident properties [3], [4]. PUFs can pro-
duce unique keys on-the-fly, which reduces the risk of physical
attacks and saves hardware resources. These properties open
up interesting opportunities for higher level security proto-
cols, such as key generation and device authentication for
both application-specific integrated circuit (ASIC) and field-
programmable gate array (FPGA)-based devices.

The initial proposal of using a Hamming distance (HD)
threshold τ comparison for lightweight PUF-based authen-
tication protocol was proposed in [5]. Since then, similar
PUF-based authentication protocols have been derived to
endow linearly sized strong PUF (SPUF) circuits with an expo-
nentially large challenge–response pair (CRP) capacity for
device authentication. Unfortunately, SPUFs used for device
authentication with limited nonlinear mixing have been shown
to be vulnerable to machine learning (ML)-based modeling
attacks. Masquerade attacks can be perpetrated through mali-
cious nodes and unprotected communication links of ad hoc
networks to efficiently collect a large number of CRPs to
model a PUF. To prevent modeling attacks, many countermea-
sures [6]–[8] have been proposed, e.g., increasing the circuit
complexity of PUF. These approaches tend to degrade other
quality such as reliability of the underlying PUF. They are
not resilient against replay and man-in-the-middle (MITM)
attacks without additional protection to track and prevent the
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used CRPs from being reused. To defend against brute-force
query by using existing SPUF for authentication of lightweight
devices, e.g., IoT and wearable devices, the lockdown proto-
col [9] restricts the number of authentication events to limit
the number of CRPs from being learned for modeling attack.

Unlike prior works, our proposed PUF-based authenti-
cation protocol does not simplistically rely on expensive
error correction code (ECC) or crypto-algorithm on the device
side to passively increase its attack resistance. Instead, it
adopts an offensive defense strategy to cautiously retaliate and
frustrate the adversaries by poisoning their training data. This
is achieved through a combination of hardware encapsulation
and protocol-level approach to deceive or excessively delay
the adversary attempting to collect the CRPs by brute-force
queries made on the device enrollment protocol interface. The
proposed deception protocol enables a resource-rich server
to authenticate a device with no strong restriction imposed
on the type of PUF design or any additional protection on
the binary channel used for the authentication. Specifically,
re-enrollment for model calibration is permitted by our model-
based authentication. It can be made more secure against direct
CRP collection through the enrollment protocol for model
building attack.

A hardware implementation for the proposed deception pro-
tocol is demonstrated on a Xilinx Artix-7 FPGA to validate its
hardware efficiency. Using the most recent published experi-
mental platforms[10], its resistance against modeling attacks
is evaluated by linear regression (LR) and covariance matrix
adaptation evolution strategies (CMA-ES). The effectiveness
of the fake PUF in reducing the successful prediction rate is
also evaluated.

The remainder of this article is organized as follows.
Section II reviews the vulnerability of SPUFs to modeling
attacks and identifies the gaps in existing PUF-based authen-
tication schemes. Section III provides the preliminaries
of PUF-based authentication and modeling attacks. The
proposed deception protocol is presented in Section IV.
It is evaluated against both linear regression (LR) and
covariance matrix adaptation evolution strategies (CMA-ES)
attacks in Section V. An FPGA-based implementation of
the proposed deception protocol is presented in Section VI.
A comparison between the proposed deception proto-
col and other lightweight authentication protocols is
presented in Section VII. Finally, conclusions are drawn in
Section VIII.

II. ATTACKS ON SPUFS

PUF architectures are broadly categorized into weak and
strong in [11] based solely on their number of unique CRPs
per bit cell. Weak PUFs have a limited CRP space. They
are more suited as a random key generator or for seed-
ing a pseudorandom number generator (PRNG), where the
response never leaves the chip and is only accessed as
required. In contrast, SPUFs have a large number of possi-
ble CRPs. The response bitstream returned from a random
sequence of challenges is unique to each challenge sequence
and the physical PUF device. By design, this implies the
requirement for a much larger entropy pool such that related

challenges should not lead to related responses on the same
device. Hence, SPUFs are preferred to weak PUFs for device
authentication.

Most SPUF architectures based on linear additive functions
have been shown to be vulnerable to ML attacks [12]–[15].
Therefore, the focus on SPUF research nowadays has been
directed toward preventing ML attacks. At circuit level, the
modeling complexity of the SPUF design has been increased
by, e.g., XOR arbiter PUF (APUF) [6], feedforward APUF [7],
lightweight secure APUF [8], and multi-PUF [16]. Most of
these approaches achieve increased resistance to ML attacks by
using more complex PUF architectures, e.g., [6] and [8], while
preserving a desirably huge number of CRPs. Even then, it has
been shown more recently that the workload of ML attacks
can be reduced and the success rate can be raised through
exploiting the weakness in their protocols [12]–[15], [17].
Side-channel information has also been demonstrated to aid
PUF attack. PUF noise can be filtered to improve the signal-
to-noise ratio for efficient side-channel attacks [18], [19].
A combination of side-channel analysis (SCA) and modeling
attacks, exploiting the noise of PUFs, have been proposed to
effectively crack the secret response of PUF [20], [21].

Delvaux et al. [22] presented a survey on entity authen-
tication protocols using PUFs. It shows that most PUF
protocols [23]–[27] are heavyweight or require complicated
protocol operations that add to the hardware implementa-
tion area, power, and performance overheads. Two protocols,
the slender PUF [28] and noise bifurcation [29], require
neither an ECC nor a strong cryptographic algorithm. A
true random number generator (TRNG) has been used instead
to provide heuristic security against modeling attacks, which
is difficult to validate. The idea of slowing down the read
out of PUF response was first raised in [30]. The SHIC PUF
proposed in [30] was realized by an emerging high density
105 × 105 crossbar memory with an intrinsically slow access
speed of 100 b/s. It is assumed that the amount of independent
structural information of SHIC PUF cannot be fully modeled
without a complete circuit characterization. Hence, it takes
≈ 3 years to collect the full set of CRPs with this access
speed. However, if only 105 instead of the complete set of
CRPs is required to learn a PUF by ML techniques, they can
be acquired in less than 20 min. As SHIC PUF is implemented
by emerging semiconductor technology, it does not integrate
well with conventional CMOS designs [9]. The incompati-
bility also raises constraints on the “nano–micro” link [30].
Moreover, there is a constraint on the intrinsic slowdown of
SHIC PUF as it will impact the number of CRPs that can be
practically enrolled. As SHIC is a weak PUF by the inde-
pendent cell structure criterion, its CRP space grows only
linearly as opposed to exponentially with array size. The cost
of producing only 1010 ≈ 233 CRPs by SHIC PUF is sig-
nificantly higher than a 128-stage APUF that can generate
2128 CRPs. Recently, Yu et al. [9] proposed two lockdown
techniques to limit the number of authentication requests.
The first lockdown protocol allows only unilateral authen-
tication while the second requires a TRNG on the device
side to generate a device nonce, cD. As the responses r1
and r2 in the second lockdown protocol are sent in clear,
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the adversary can query the device to obtain a new device-
side challenge c′

D and then adjust the server-side challenge c′
S

until the linear-feedback shift register (LFSR) output <c> is
the same as one of the previously eavesdropped tuples (cD, cS,
r1). The adversary can then reply with c′

S‖r1 to gain successful
authentication. The viability of this is limited by the previously
eavesdropped tuples and LFSR seed length. The tradeoff of the
lockdown protocol is that it can only support a limited number
of authentication requests for the verifier. The protocol relies
on the hardness of XOR PUF in the field to support model-
based authentication. However, its hardware cost increases
and reliability reduces commensurately with an increasing
number of XORs for higher ML resistance. Gao et al. [31]
used a reconfigurable latent obfuscation technique to con-
ceal and distort the relationship between CRPs. The pattern
vectors for challenge and response obfuscation are selected
by a random number generator (RNG), and are made latent
and reconfigurable per authentication session. Nevertheless,
the most recent report shows that both methods [9], [31] are
vulnerable to the protocol attack [32]. A PUF-based mutual
authentication protocol called PHEMAP has been proposed
recently [33]. However, it has been shown to be vulnerable to
impersonate, desynchronization, and traceability attacks [34].
Two multiplexer-based PUF (MPUF) variants (rMPUF and
cMPUF) [35] were also proposed to resist reliability-based
and cryptanalysis modeling attacks, respectively. However,
they have been successfully attacked by approximation attack
in [36] using an approximation algorithm-based artificial neu-
ron network. This advanced attack falls under the machine
learning-based approaches, which require the collection of a
sufficient number of valid CRPs for training.

III. PRELIMINARIES

This section provides an overview of a PUF-based authen-
tication protocol, and the linear additive model that forms
the basis of ML-based modeling attacks on PUF. A list
of frequently used notations in this article is provided in
Table I.

A. Basic SPUF-Based Authentication Protocol

The basic SPUF-based authentication method for unilat-
eral authentication involves a verifier, usually a server, and a
prover, which is a device embedded with only a single SPUF.
The main operation is triggered by the server sending a chal-
lenge c to request for an authentication of the device. The
device responds by activating its embedded SPUF to generate
a response r to the server for verification. The complete pro-
cess for this basic SPUF authentication protocol is depicted
in Fig. 1. Before a device i is deployed, it will undergo a
one-time enrollment process in a secure and control envi-
ronment whereby d CRPs,1 (cij, rij) (j is the jth CRP and
j ∈ [1 d]) are collected from the device and stored along
with the device identifier (ID) in the server secure database.
The device ID needs not be kept secret, and can be stored
in an on-chip one-time programmable (OTP) memory. Upon

1d should be sufficiently large to cater for all the authentication events
throughout the service life of the device.

TABLE I
LIST OF FREQUENTLY USED NOTATIONS

Fig. 1. Basic PUF-based unilateral authentication protocol.

device deployment, for each authentication process, a chal-
lenge c is sent to the device i, and a response r̃ generated by
an SPUF, is returned to the server. Authentication fails if the
HD between the enrolled response r and the device response
r̃ exceeds an acceptable noise threshold τ computed based
on the reliability of the SPUF. The authenticated CRP is dis-
carded after use to avoid a further authentication event from
being replayed by an adversary. The protocol is assumed to be
server initiated typically for two reasons. First, as the server
is a master that serves multiple slave devices, this can avoid a
denial-of-service (DoS) attack from preventing the master to
serve other slave devices. Second, the server is assumed to be
resource rich. The same protocol that is server initiated can
be easily adapted to device initiated if necessary.

B. Linear Additive APUF Model

APUF [23] is one of the most widely studied SPUFs used
in the above-mentioned authentication protocol. It consists of
two parallel n-stage multiplexer (MUX) chains that feed into
an arbiter stage to produce one response bit from an n-bit
challenge, c0, c1, . . . , cn−1.

It has been shown that an APUF can be modeled by a linear
additive model since its response bit to an input challenge can
be derived by summing the delay difference in each stage. This
model has been used by several ML methods, e.g., [12]–[15],
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to successfully attack practical delay-based SPUFs that are
composed of linearly cascaded bit-slice circuits. Based on the
additive delay model [6], the final delay difference between
the top and bottom paths of the APUF, denoted by �(n), can
be represented by

�(n) = P · ωT (1)

where P = (p0, p1, . . . , pn) is a parity vector and ω =
(ω1, ω2, . . . , ωn+1) is a weight vector.

The elements of ω are dependent on the multiplexer switch-
ing and routing delays. They are susceptible to manufacturing
process variations even if the switch of each APUF stage is
identically designed. The elements of P, on the other hand,
depend only on the challenge bits. If the delay difference at the
output of the final stage, �(n), is greater than 0, the response
bit r is 1; otherwise, it is 0. The response bits of such an
SPUF design can be predicted by building a software clone
using this linear additive delay model. To succeed, a subset of
CRPs needs to be collected to learn the weight vector ω using
ML algorithms.

Evolutionary strategies (ES) are another powerful ML tech-
nique that uses primarily mutation and selection to model an
SPUF. The main idea is to generate random PUF instances
and find the instance that best matches the real PUF model
iteratively. The reliability-based CMA-ES attack [14] uti-
lizes repeated measurements to observe the reliability of the
response bits. The reliability information is then fed into a
fitness function to find the best fit delay parameters. It outper-
forms traditional modeling attacks on XOR APUF with a large
number of XORed APUFs. It is demonstrated in [15] that even
highly obfuscated responses of, e.g., Slender PUF [28] and
reverse fuzzy extractor [25], can be attacked using CMA-ES.

In view of these advanced attacks, we propose a decep-
tion protocol that will immensely increase the time and
cost of the adversary to successfully model an SPUF, and
resist attacks that require repeated challenge–response mea-
surements. Our adversary model assumes that the device’s
enrollment interface upon deployment and the communication
channel of the authentication protocol are publicly accessi-
ble. In other words, the attacker can freely query the device
with selected challenges, and eavesdrop, manipulate, and reply
protocol messages between the server and the device.

IV. PROPOSED DECEPTION PROTOCOL

The problem with typical SPUF-based authentication pro-
tocol in Fig. 1 is the adversary can unrestrictedly query the
device to derive (c, r̃) and use them for training. It is also
impractical for the resource-limiting device to keep track of
the used challenges or use encryption in the authentication
protocol to prevent replay and MITM attacks.

In addressing these problems, we would like to leverage
on recent compact authentication protocol concepts [9], [30],
[31] but avoid certain pitfalls in these and existing SPUF-based
authentication schemes reviewed in Section II. (1) A cheaper
but safer way than using a monotonic counter to generate a
device nonce is needed so that the device will never or rarely
send a used challenge; (2) Either the challenge or response

Fig. 2. Proposed lockdown encapsulation of genuine SPUF for deception-
based authentication.

of the SPUF should be encoded or obfuscated and decod-
able without requiring expensive cryptographic primitives at
the device side; (3) To have the full CRP set at the disposal
of the server with a constant size storage but avoid weakening
reliability and security of the underlying SPUF after enroll-
ment; (4) Resistance against ML attacks should be enhanced
without limiting the number and frequency of authentication
requests by the genuine server.

With these in mind, we propose an active deception technique
to prevent the model-building attack on SPUFG by direct brute-
forcequeryondeviceenrollment interface.Atimeoutmechanism
with the fake PUF multiplexing technique is incorporated into
the challenge–response exchange protocol of Fig. 1 after the
enrollment phase. A deception-based mutual authentication pro-
tocol is also introduced to enable timeout-free authentication
by the server who has the real PUF model.

A. Device Architecture

The device-side supporting architecture consists of a mono-
lithic encapsulation of essentially a genuine SPUF (SPUFG),
a fake SPUF (SPUFF), a PRNG, a binary counter, a register,
and a comparator, as shown in Fig. 2. The PRNG is typi-
cally implemented by a maximum length LFSR. It is used
to generate random subchallenges from a seed challenge. The
SPUFF is used to generate random nonce or fake responses.
The counter, register, and comparator provide a practically
realizable instantiation to turn a machine-learnable SPUF dur-
ing enrollment prohibitively time consuming to learn upon
deployment.

With reference to Fig. 2, when an n-bit input challenge c
is applied to the device, m subchallenges are derived from the
PRNG using c as a seed. These subchallenges are input to
either SPUFG or SPUFF to generate an m-bit response. The
time between two consecutive input challenges to the device
can be tracked by a binary counter of length L. For an internal
clock generator of period Tclk, the elapsed time is determined
by the product of the counter output Q and Tclk. The counter
Q is cleared upon power-up reset and whenever a response
is sent externally (via clr). The clock input to counter Q is
gated by the comparator output Z. The comparator compares
the output of the counter Q with the content of the register P
and outputs Z = 1 if they are not equal, and outputs Z = 0
otherwise. The counter Q will count continuously until it is
halted by Z = 0. The select enable strobe, S = 1 upon reset
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Fig. 3. Enrollment protocol for model-based authentication.

so that the response to an input challenge c is determined by
the comparator output Z. The response will be output from
SPUFG if Z = 0 and from SPUFF if Z = 1. If S = 0, the
true response from SPUFG will always be output. The output
of P is the sum of two components, Pmin and Pos. Pmin = 2k

is fixed after the enrollment phase and Pos is doubled upon
the output of every fake response. A simple controller is used
to manage the inputs and outputs to the external world when
the device is queried.

B. Enrollment

A model-based authentication approach is considered. To
make the full CRP space of SPUFG available at the server
without incurring exponential time-space complexity to read
and store them, the prerequisite is that SPUFG must be
learnable with polynomial resources in terms of training data
and runtime. The enrollment process is performed once in a
secure and controlled environment. The monolithic encapsula-
tion is locked down to prevent the inputs and outputs of CRPs
of SPUFG and SPUFF from being accessed without going
through the control logic. To enable model-based authenti-
cation, the enrollment protocol shown in Fig. 3 is needed
to collect the CRPs of SPUFG for model building after the
device is manufactured. During enrollment, a sufficiently large
number dj of CRPs are extracted from SPUFG of device j to
train a model SPUFG

model by the ML algorithm for later repro-
duction of any CRPs of SPUFG with a high accuracy. As the
counter Q and the register P are both cleared to zero, and
S = 1 upon reset, Z = 0 throughout the enrollment process.
This will stop the counter and allow the response to be output
from SPUFG for each n-bit input challenge. After the authen-
tication verification model SPUFG

model has been successfully
built and validated, one bit of register P is forced to stick at
logic one permanently (Pk : S@1) by an irreversible antifuse
or by using an OTP nonvolatile memory (NVM) bitcell2 to
turn on the deception mechanism.

We assume a generic SPUF that has an acceptable response
reliability for authentication application. If the raw responses
of the SPUF do not meet the reliability expectation, sev-
eral lightweight reliability enhancement techniques reported
in the literature for commonly used SPUFs can be adopted.
Examples of two widely adopted techniques with negligible
overheads are spatial and temporal majority votings [40], [41].
The following additional measures are carried out during the

2OTP-based NVM with antifuse has been widely employed, e.g., the secret
keys of automotive are stored in antifuse OTP to make them unattainable [38].
Embedded OTP NVM of high levels of security, high yields, low power, and
excellent reliability in standard CMOS processes are available in Synopsys
IP library [39].

enrollment phase to minimize the impact of SPUF reliability
on the accuracy of SPUFG

model. First, the temperature and sup-
ply voltage used for collecting the CRPs for model building
are well regulated and monitored. Second, the responses to the
same challenges are collected multiple times and the majority
voted CRPs are used for the training. Third, before shorted out
the antifuse of P, SPUFG

model is validated against the physical
SPUFG under varying operating conditions to determine the
fractional HD (FHD) threshold τ required for authentication
and the number of reauthentication required to reject or recall
a device in the field.

Upon deployment, if the same protocol is used by the adver-
sary to query the system, the response will only be output
from SPUFG if the challenge is input after a duration of
Tw = Tmin + Tos from system reset or from the output of
the previous response. The period of Tclk to the L-bit counter
has been set to approximately Tmin/2k, where k ∈ [0, L−1] is
the position of the register output bit that has been forced into
the stuck-at-one state after enrollment. Therefore, the range of
waiting time Tw to apply the next challenge to SPUFG can be
varied from Tmin to ≈ 2L−k × Tmin by loading the remaining
L − 1 bits of the register with a nonzero integer. The maxi-
mum offset time Tos that can be added to Tmin ranges from
2L−1 × Tclk ≈ (1/2)Tmin for k = L − 1 (i.e., the MSB of the
register) to (2L −2)×Tclk = (2L −2)×Tmin if k = 0 (i.e., the
LSB of the register). The waiting time Tw can be changed by
the server along with a bilateral authentication. Unlike exist-
ing model-based authentication protocol [9], this adaptive Tw
allows the genuine server to make use of the direct query
interface occasionally, for instance, to verify the SPUFG of a
recalled device or to retrain SPUFG due to SPUF aging by
resetting Tw to Tmin. Retraining an SPUF model usually takes
a much lower number of CRPs than training a model from
scratch. Tmin can be set higher for an SPUF that requires less
training CRPs and lower for those requires more training CRPs
to minimize the time cost for these exceptional situations that
are not related to regular field authentication. Prior to the rede-
ployment of the SPUF in the field, the waiting time Tw for
the attackers can be increased by the genuine server by setting
Tos with a mutual authentication.

C. Mutual Authentication

The genuine server can authenticate the deployed device
by using the mutual authentication protocol shown in Fig. 4.
The genuine server can concurrently change the waiting time
Tw for each successful authentication. This can prevent an
adversary from being able to collect enough valid responses
by a brute-force query through the enrollment protocol within
a practical time limit.

To initiate a bilateral authentication, the server randomly
selects an unused half-length challenge cs and sends it to the
device. Upon receiving cs, the device uses it as a seed to its
PRNG to generate n/2 random subchallenges 〈c〉. The device
then clears the counter to ensure that Z = 1 so that the subchal-
lenges 〈c〉 are applied to the fake SPUF (SPUFF) to produce
a half-length challenge cd to the server. The process is aborted
by the server if the device ID is invalid or cd has been used.
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Fig. 4. Proposed deception-based mutual authentication protocol flow.

Otherwise, the server concatenates cs and cd to complete the
full-length challenge cs||cd. This full-length challenge is used
as a seed to the same PRNG as the device to generate 3m sub-
challenges 〈c〉. These subchallenges are used to produce three
m-bit responses, r1, r2, and r3 from SPUFG

model. Two helper
data, h1 = Pos ⊕ r1 and h3 = r1 ⊕ r3, are computed, where
Pos = Tos/Tclk is a (L − 1)-bit positive integer. If m ≥ L, the
m-bit response is truncated to match the length of Pos before
the XOR operation. h1 and h3 are concatenated into h1||h3 and
sent to the device.

Upon receiving the (L+m)-bit string, using the same subchal-
lenges 〈c〉 with cs||cd from its PRNG, the device generates three
m-bit responses, r̃1, r̃2, and r̃3 by setting S = 0 to select SPUFG

for the application of 〈c〉. Then, it computes ˜h3 = r̃1 ⊕ r̃3. If ˜h3
matches the received h3 within acceptable FHD tolerance, the
server is authenticated. The device then recovers ˜Pos from the
received h1 by XORing it with r̃1.

The recovered ˜Pos is loaded into the register to change the
waiting time to Tw = Tmin + ˜Tos. The device will acknowl-
edge the successful update by sending ˜h2 to the server, where
˜h2 = ˜Pos ⊕ r̃2. Otherwise, if the FHD between r̃3 and r3
exceeds the acceptable tolerance, the device sets S = 1 to
generate ˜h2 = SPUFF(〈c〉) and sends it to the server. The
counter Q is cleared by setting clr upon transmission of ˜h2.
The server can verify the authenticity of the device by check-
ing the received ˜h2 against h2 = Pos ⊕ r2. If they are equal
within an acceptable FHD tolerance, the device is authenti-
cated successfully. Otherwise, the authentication fails and the
process is aborted.

It should be noted that the adversary cannot issue an
unseen packet h1||h3 that has not been issued by the server
to obtain the corresponding response packet ˜h2. Consequently,
the uniqueness of every authentication is assured by the fresh

Fig. 5. Deception against brute-force model-building attack.

challenge. Because r1, r2, and r3 are generated from the same
fresh starting challenge and “locked” to each other by design,
replaying either half challenge will not produce new response
bits. The random Pos helps to conceal r1 and r2, and need
not be precisely tracked. Even if r̃1 �= r1 due to the relia-
bility of SPUFG, as long as the error due to the recovered
˜Pos and the response r̃2 generated by SPUFG does not cause
the FHD between ˜h2 against h2 to exceed τ , the outcome
of the authentication will not be affected. Since we do not
limit the number of challenges like [9], the genuine server
can authenticate the same device again by this protocol with
a fresh challenge before rejecting the device.

D. Deception-Based Technique

Although the direct query protocol of Fig. 3 is used only
once during device enrollment by the genuine server, this
direct query may also be used by the adversary upon device
deployment. Fig. 5 shows the device’s action when the enroll-
ment protocol is utilized by the adversary to collect the CRPs
for model building.

When the device is queried by a challenge c, the device
reads the comparator output Z. If Z = 0, the controller will
apply the subchallenges 〈c〉 derived from c to the genuine
SPUF (SPUFG) to produce a response r̃ to the query. If Z �= 0,
the response r̃ will be output from the fake SPUF (SPUFF) by
applying 〈c〉 to it. The device clears the counter Q by setting
clr = 0 and doubles Pos upon transmitting r̃.

Z = 0 when the time lapse T of the current query from
the last output response is at least Tmin. This frequency of
authentication events is perceived to be normal. Z �= 0 when
T = Q × Tclk < Tw, where Tw = P × Tclk. Therefore,
Z �= 0 signifies that the authentication events are unusually fre-
quent. As each consecutive query within the waiting time Tw
will double Pos, the waiting time will extend rapidly. Hence,
an adversary who uses the enrollment protocol to brute-force
attack the SPUF system will receive fake responses from the
SPUFF. Using the incorrect CRPs to train the model will
result in either nonconvergence or convergence with highly
inaccurate prediction results. This will be further demonstrated
in Section V. Unknowingly using such an incorrect SPUF
model to mount an attack on the target device will easily
expose the adversary.

The appropriate value of Tw depends on the use case. Even
with the same number of CRPs required for a successful attack on
an SPUF, Tmin and Tos can be initialized differently according to
the application risk. Different applications have different service
spans and diminishing the profitability of a successful attack
with time while the device is still in operation. For example, Tw
for a disposable near-field communication (NFC) wristband for
a month or multiday convention can be shorter than that of an
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RFID for supply chain tracking. The dynamic penalty component
of the waiting time Pos is controllable by the genuine server. It
helps to quickly contaminate the CRPs collected by the adversary
who attempts to model SPUFG in a practical amount of time.
As opposed to alerting the attacker of an incorrect attempt
by inaction, the interplay between false PUF multiplexing and
timeout mechanism exponentially increases the attacker’s time
and exhausts the attacker’s resources to build an incorrect model.
It causes the attacker to miss the opportunity cost of attacking
another target or changing their attack strategy for a better chance
of success. A timely toy example is an electronic wristband used
for contact tracing during the pandemic. Its frequency of use rules
out authentication protocols against the ML attack that limit the
number of authentications. Our proposed mutual authentication
protocol will detect imposer who wears a counterfeit wristband,
as theSPUFclone trained frommultiplexedresponsesofSPUFG

and SPUFF of a genuine wristband will fail the authentication.

E. Attack Scenarios

1) Replay or Spoofing Attack: The easy way of preventing
replay attack is to ensure freshness of challenge so that the
adversary is unable to produce a new response to any not yet
used challenge. To establish a trust transmission of sensitive data
fromthesendertothereceiver, it issufficienttoensurethattheused
CRPs do not allow the adversary to successfully impersonate the
recipient (prover) to obtain subsequent sensitive data transmitted
from the sender (verifier). As long as the challenge is sent by the
verifier and never been reused, then a replay attack cannot be used
to impersonate the prover. For the mutual authentication protocol
of Fig. 4, since the server can keep track of all the used half
challenges cd from the device, the adversary cannot impersonate
the device by replaying any used half challenge cd in response to
cs from the server. Neither can the adversary be able to produce
a valid h3 to an unseen new challenge cs||cd or be authenticated
as a legitimate server by replaying an eavesdropped h1||h3 to a
new challenge cs||cd. Without the genuine device SPUFG or its
model SPUFG

model, it is impossible for the adversary to modify
an intercepted cs and cd to match r3. Due to the onewayness of
SPUFG, it is also impossible to modify the intercepted h1||h3
to obtain new cs||cd, h1, h3, and ˜h2 that will pass authentication
at both sides. The server will be alerted of any abnormalities
by its inability to receive an acceptable ˜h2 in a given time after
sending out h1||h3. Hence, it is impossible for the adversary to
spoof the protocol by the MITM attack.

2) Strong Knowledge Attack: In the proposed deception-
based mutual authentication protocol, neither the real
responses, r1, r2, and r3, to the challenge cs||cd nor the thresh-
old time offset parameter Pos are transmitted in clear between
the server and the device. Without the genuine PUF or its
model, the secrecy of r1, r2, and r3 will not be compromised
by divulging h1, h2, and h3. The device authenticates the server
by checking ˜h3 computed from its generated r̃1 and r̃3 against
h3. It is computationally intractable for an adversary to deter-
mine a new c′

s||c′
d with the correct r1 and r3 that will map to

h3 transmitted by the server without SPUFG
model. Even if this

is possible, the adversary cannot force SPUFF of the device
to produce this specific c′

d from his chosen challenge c′
s.

The server authenticates the device by checking h2 against
˜h2 returned by the device. The probability of correctly guess-
ing the output of XORing an unknown random binary bitstream
and a known binary bitstream of length L − 1 is 21−L. Since
the adversary needs to correctly predict Pos from h1 without
knowing r1 and then predict h2 from Pos without knowing
r2, the probability of an adversary being successfully authen-
ticated by the server is 22(1−L). By making the register length
at least 64 bits, this probability is at most 2−126.

3) Modeling Attack: The adversary needs to collect enough
CRPs from a device to train a PUF model before it can be
used to accurately predict any unused CRPs. In the proposed
deception protocol, with the kth bit of P permanently stuck-
at-one after enrollment, the adversary can only obtain one
real SPUF response after a minimum waiting time of Tw =
(2k +Pos)×Tclk. The stuck-at-one bit position k of the register
and the counter clock frequency can be fixed at design time. Tos
can also be initialized so that Tw upon deployment can be made
long enough to prevent the adversary from collecting enough
valid CRPs within a practical time span through the direct
query protocol. The offset component Tos of Tw is not static
but changed randomly upon each successful authentication
by the genuine server and doubled for every unsuccessful
authentication attempt by the adversary. To be able to collect
the CRPs from the SPUFG at the shortest possible time, the
adversary will have to first determine Tw by comparing the
responses obtained from sending the same challenge at different
time intervals apart. If SPUFF is used to generate the fake
responses, when the same challenge is sent consecutively within
a short time, all responses are identically subjected to a small
probability of error due to the reliability of SPUFF, which
may allure the attacker to progressively extend the waiting
interval to apply the same challenge until a different response
is obtained. As each trial within the current Tw will double
Tos, the waiting time will blow up to months or years after just
a few incorrect attempts depending on the Tos before the first
incorrect guess. The adversary can hardly collect enough true
CRPs within a practical amount of time to model SPUFG.

V. RESULTS AND ANALYSES

A. Test Setup for Modeling Attacks

CMA-ES attack is an effective ML-based modeling attack
against PUF even in a blackbox setting [14], [15]. In par-
ticular, reliability-based CMA-ES attack demonstrates higher
efficiency at breaking an l-XOR APUF than the LR attack,
where it is comparatively more efficient when the number of
parallel APUFs l is higher. Both CMA-ES and LR attacks
are used to evaluate the proposed protocol. We follow the
approaches in [12], [14], [15], [19], and [42] to perform the
attacks on APUF. Specifically, we utilize the most recent pub-
lished platform in [10] for the experiments in this work. The
delay parameters, pi, qi, ri, and si, of each stage in an APUF
design described in Section II are randomly generated using
a standard normal distribution ∼ N (0, 1). The experimental
results reported in [6] showed that 4.57% of noise were intro-
duced into its response when the temperature was varied from
27 ◦C to 70 ◦C, and the responses were 2.16% noisier when the
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voltage was deviated from the rated voltage of 1.8 V by ±2%.
To test the impact of noise on the proposed deception proto-
col, in all our experiments, a random variable ∼ N (0, σ 2

noise)

is inserted into each delay path, �(n), where σnoise = 0.5
is derived from the practical noise level obtained in [6]. The
challenges are generated randomly using Python. All CRPs
are equally divided into two sets, a training set for modeling
and a testing set for prediction.

The program of [42] is implemented to build an adver-
sarial model for evaluating the effectiveness of false PUF
multiplexing against the LR attack. In LR-based modeling
attacks, the PUF is modeled using the response values. When a
PUF cannot generate the same response all the time for a given
challenge, the PUF response r can be modeled by (2) [20],
where the delay difference �(n) is contributed by various
sources of noise �noise(n) in addition to the actual delay
difference of the PUF �actual(n)

�(n) = �actual(n) + �noise(n) = P · ωT + �noise(n)

r =
{

1, if �(n) > 0
0, if �(n) < 0.

(2)

This is used by the reliability-based CMA-ES attack [14] to
find the best fit delay difference, ω, at each stage in (??). To
compute the reliability Hi, the same challenge ci is sent to the
PUF t times. Hi is 1 if the t responses, ri1, ri2, . . . , rit, are all
matched and 0 otherwise. The reliabilities of the responses to
n different challenges are grouped into H = {H1, H2, . . . , Hn}.
A group of p hypothetical reliabilities, ˜Hi1 · · · ˜Hip, for the chal-
lenge ci is then computed by testing all p possible absolute
delay differences, |P · ˜ωT|, generated by the CMA-ES algo-
rithm. The fitness metric fi used to evaluate the quality of the
candidate solution ω̃ is computed by the Pearson correlation
coefficient between Hi and ˜Hij. However, this reliability-based
CMA-ES attack does not help to accelerate or improve the
accuracy of attacking our proposed deception protocol. It is
difficult to determine the actual reliability H with the fake
responses or a mixture of real and fake responses. As it
requires applying the same challenge multiple times to obtain
the true response reliability data for each challenge, more time
is required to collect the CRPs even if the static Tmin of Tw
is known by the attacker. Tw has a dynamic component Tos
that is changeable by the server. Due to its multiplying effect
to penalize the wrong prediction, if the attacker is misled by
using the same waiting time predicted upfront to collect the
training data, the repeated challenges will be worse off as most
data collected after the first incorrect waiting time are likely
to be fake. For this reason, only the original CMA-ES attack
will be considered. Its fitness function is given by

fi = max
j=1,...,p

{

ρ
(

Ri, ˜Rij
)}

(3)

where Ri is the response obtained from the training set and
˜Rij is the response generated by the CMA-ES algorithm. The
higher the correlation coefficient between Ri and ˜Rij, the larger
the fi. The fitness metric f used to evaluate the best candidate
w̃ is derived by adding up all fi for all the CRPs. The larger
the value of f , the more accurate the PUF model.

Fig. 6. Comparison of LR attack results for the proposed deception protocol
utilizing either a TRNG or an XOR PUF as fake response generator. The y-axis
shows the achieved correct prediction rate Ppred of the LR attacks based on
different percentages of fake information mixed with the training responses.

A common adversarial model [14] is used for the evaluation.
The program used to mount the CMA-ES attack is executed in
MATLAB R2016b, by adopting the code for the core CMA-ES
algorithm from [43]. For SPUF design such as APUF, one
m-bit response is derived from m n-bit subchallenges generated
from a PRNG to form one CRP, where m is the bit length of a
response and n is the bit length of a challenge or the number
of stages of an APUF. k × m n-bit subchallenges are used to
produce k m-bit responses.

B. Effect of False PUF Multiplexing

The fake response generator is implemented by an SPUF
design with a different circuit architecture from the genuine
SPUF to produce vastly different CRPs. A TRNG [44] is
implemented to generate random responses for comparison.
The resistance of the deception protocol SPUFG + SPUFF

is evaluated by both LR and CMA-ES attacks and compared
against that of SPUFG + TRNG in this section.

1) Percentage of Valid/Invalid Responses on LR Attack:
Two conventional APUFs, one for SPUFG and the other for
SPUFF, are employed to produce the CRPs for training. Three
different sizes of CRP sets, NCRP = 640 and NCRP = 24 000
(similar to [12] and [42]) are used for training. Depending on
the percentage of fake information, xf (xf ∈ {0, 100}), a group
of mixed response bits from both SPUFG and SPUFF/TRNG
is derived and used for the LR attack.

Fig. 6 depicts the LR attack results of the proposed decep-
tion protocol by using either SPUFF or TRNG as its fake
response generator. A varying number of fake CRPs is pro-
duced according to xf . The prediction rate of a modeling attack
is calculated by Ppred = (Ncorrect/Ntotal)×100%, where Ncorrect
and Ntotal are the number of correctly predicted response bits
and the total number of response bits, respectively. For a ran-
dom guess of a binary variable, the correct prediction of zero
and one should be equally probable. Hence, the worst result is
Ppred = 50%. It can be seen that Ppred decreases proportion-
ally with the percentage of fake responses xf in the training
samples. For the same xf , the prediction rate is only slightly
higher for a larger number of training samples, e.g., 24 000,
than a smaller number, e.g., 640. For the same number of
training CRPs and the same percentage of fake responses, the
prediction rates are the same for both fake APUF and TRNG.
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Fig. 7. CMA-ES attack results for the proposed deception protocol by apply-
ing different challenge bit lengths, 64-bit and 128-bit, as well as utilizing
different fake response generators (TRNG and XOR PUF). The number of
training samples used for this experiment, NCRP = 4000, is the same as that
used in [14].

2) Percentage of Valid/Invalid Responses on CMA-ES
Attack: The CRPs (NCRP = 4000) used for training consist of
a mixed combination of responses collected from the real PUF
and fake PUF/TRNG designs, depending on the percentage of
fake responses. The proposed deception protocol is evaluated
for two different challenge bit lengths, 64 and 128 bits.

Fig. 7 shows the CMA-ES attack results on the proposed
deception protocol for different percentages of responses from
the fake PUFs or TRNGs with different challenge bit lengths.
The prediction rates for both lengths of challenges decrease
proportionally with xf from approximately 100% with all real
responses to approximately 50% with 90% of responses gener-
ated from the fake PUFs/TRNGs in the 4000 training samples.
It can be seen that Ppred decreases proportionally with the per-
centage of fake responses xf in the training samples. Moreover,
there is no appreciable difference in the prediction rates of the
CMA-ES attack by using either a fake APUF or a TRNG to
generate the fake responses for the proposed protocol.

From the above experiments, the percentage of fake
responses has a greater impact on the prediction rate of both
CMA-ES and LR attacks. Since the fake APUF or TRNG
may generate the same response as that of the real APUF,
we also evaluate the prediction rate for a given percentage of
erroneous CRPs, i.e., a given percentage of errors occurred in
the responses of training samples. Fig. 8 illustrates the impact
on the prediction rate of the LR attack by using varying per-
centages of erroneous responses (without adding extra noise)
of the real APUF for training. The erroneous responses for
real APUF is generated by flipping its response bits. If a fake
APUF is obtained from a real APUF with errors, it is more dif-
ficult for the attackers to predict the real APUF response using
an LR attack. The results show that the correct prediction rate
under this scenario drops rapidly to about 50% with slightly
more than 50% bit error rate.

C. Effect of Dynamic and Static Components of Waiting
Time on Modeling Attack

For every authentication attempt made by the adversary
before the waiting time Tw, the offset time Tos will be dou-
bled. Hence, the waiting time after applying Nf challenges

Fig. 8. LR attack results for the proposed deception protocol in mixing
different fake information, including responses from fake APUF, TRNG, and
real APUF with error injection.

Fig. 9. Overall time T taken by modeling attacks to predict a 64-bit APUF
with respect to the minimum number of training samples NCRP and static
Tmin of the proposed deception protocol. The typical training time Ttrain is
assumed to be 1 s.

with waiting time shorter than the current Tw is given by

Tw = (

Pmin + Pos + 2Pos + · · · + 2Nf Pos
)

Tclk

=
{

2k + Pos(2
Nf − 1)

}

Tclk. (4)

For Tclk = 1 ms, L = 32, k = 21, and Pos = 1000, Tmin
is less than an hour. After only Nf = 25, the waiting time
Tw exceeds 388 days. If Pos is updated by the server to 225,
it takes only Nf = 10 adversarial attempts for the waiting
time Tw to exceed 397 days. As analyzed in Section IV-E,
the more the attacker attempts to close in their estimate of
Tw, the faster Tw will blow up to years. The attacker can
derive a full set of valid training samples by always waiting
for a time longer than Tw before sending the next challenge,
provided that the genuine server did not authenticate the device
to change the Pos during this period. If the attacker sends a
challenge every t, where t > Tw, the minimum overall time,
T, to obtain the training set can be calculated by (5), which
includes the time to derive all training samples, NCRP, the
training time for modeling the PUF, Ttrain, and the trial-and-
error time for determining the Tw, Tt&e

T = NCRP × Tw + Ttrain + Tt&e. (5)

Even if we omit Tt&e and assume that Tw is constant,
the best attack time T without considering the delay penalty
of Tos can still be made impractically long by varying Tw
according to the number of training samples NCRP required to
successfully model the chosen genuine SPUF. To simulate the
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TABLE II
LIST OF HEURISTIC MODELING ATTACK RESULTS FOR n-XOR APUF AND FEEDFORWARD APUF.

(TIME IN BRACKET REFERS TO ATTACK TIME IN YEARS WITH Tmin = 1 H AND Tos = 0.)

optimistic attack time for this scenario in subsequent exper-
iments of this section, instead of fixing Tmin and changing
Tos to achieve a given Tw, we set Tos = 0 and change Tmin
to avoid the multiplying delay penalty for incorrect waiting
time. Under this premise, Fig. 9 shows that the efficiency of
modeling attacks on existing unfortified (Tw = 0 h) 64-stage
APUF reduces with different Tmin. For example, a 64-stage
APUF design can be predicted with 95% accuracy in approx-
imately 0.01 s (the time for sending and reading one CRP is
neglected) with a training sample size of NCRP = 640 using the
above LR-based experiment. Then using the proposed decep-
tion protocol with a threshold time of 1 h, it will require 25.2
days for the same NCRP to achieve the same prediction rate.
Similarly, the overall attack time T is also longer when more
training samples NCRP are needed if a larger APUF with more
number of stages or a more complex XOR-PUF is used. The
original attack time increases to 0.13 s and the prediction rate
hits 99% when the number of training samples required is
increased to NCRP = 2555. By using the same Tmin of 1 h
with our protocol, without compromising the success rate of
prediction, the overall attack time T will increase to 109 days.
If Tmin is set to 24 h, the attacker will require approximately
7.1 years to collect NCRP = 2555 from a 64-stage APUF to
achieve a prediction rate of 99%.

Table II shows the original training time and brute-force
attack time with known Tmin of 1 h and zero Tos. They are
computed based on the number of CRPs required by LR/ES
modeling attack on n-XOR APUF and feedforward APUF[42],
as well as CMA-ES attack on n-XOR APUF [14]. The original
training time of modeling attack for a 128-stage feedforward
arbiter PUF is approximately 3.15 h, but increases to almost
[50 000/(24 × 365)] = 5.7 years by merely delaying the CRP
collection with Tmin of 1 h. The original training time for the
128-stage 8-XOR APUF is 3.3 h, but the attack time increases
to 34.3 years with Tmin of 1 h.

VI. HARDWARE IMPLEMENTATION

To demonstrate the proposed deception protocol using FPGA,
it is important to choose an FPGA-based APUF design that has
a high uniqueness and reliability. To this end, the lightweight
flip-flop-based arbiter PUF (FF-APUF) design [45] is adopted

TABLE III
HARDWARE RESOURCES OF 64-BIT FF-APUF, APUF, AND ANCILLARY

COMPONENTS ON XILINX ARTIX-7 FPGA FOR THE PROPOSED

DECEPTION PROTOCOL

since it has a higher uniqueness (∼40%) compared to the conven-
tional APUF (∼9%) on Xilinx Artix-7 FPGA implementation.
Moreover, a 64-stage FF-APUF achieves good reliabilities of
97.10% and 93.90% over a temperature range of 0 ◦C–70 ◦C
and ±10% voltage variations, respectively. The uniformity
of the FF-APUF design is ∼47%. It uses 44 slices, 130
look up tables (LUTs) and 172 flip flops (FFs).

From the analysis of Section V-B, the fake response gen-
erator implemented by another SPUF produces no significant
difference in ML attack results as a TRNG fake response gen-
erator. Since uniqueness is not a major concern for the fake
response generator, a 64-bit APUF design is considered here
so that there is no difference in the number of cycles required
to generate a response bit from the application of an input
challenge between the real and fake SPUFs. This will prevent
the attacker from exploiting the timing difference to discrimi-
nate the responses between SPUFF and SPUFG. The APUF
consumes only 134 slices, 134 LUTs, and 2 FFs. The mul-
tiplexers in both FF-APUF and APUF are placed and routed
by minimizing the skew between the top and bottom delay
paths. To generate a 64-bit response from a 64-bit challenge,
a 64-bit maximum length LFSR with a feedback polynomial of
x64 +x63 +x61 +x60 +1 is used to generate 64 random internal
challenges with the input challenge as seed. The number of
slices required to implement this LFSR is 25.

Table III shows the hardware resource consumption of the
device with 64-bit CRPs for the proposed deception protocol
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Fig. 10. Comparison of LR attack on both conventional APUF and FF-APUF
designs. “BitLen” represents the number of stages of the real PUF.

in terms of the numbers of LUTs, registers, clock cycles, and
slices on the Xilinx Artix-7 FPGA. The clock frequency is
set to 100 MHz. The propagation delays of FF-APUF and
APUF can both be completed well within one clock cycle,
i.e., 10 ns. Three clock cycles are consumed to load a 64-bit
challenge, generate a 1-bit response, and store it into a register.
To generate a 64-bit response, 3×64 clock cycles are required.
FF-APUF occupies much fewer configurable fabrics of Xilinx
Artix-7 FPGA than Slender PUF [28] and System-of-PUF [46]
designs, which use 128 LUTs and 130 LUTs, respectively, for
generating a 1-bit response. In total, 388 slices are consumed,
which is only 2.45% of the resources of Xilinx Artix-7 FPGA.
From Table III, the total time taken from authentication request
to response generation by the device is 10 ns×264 = 2.64 μs,
which is fast enough for most authentication protocols. The
speed bottleneck of the authentication event is due to the data
rate used for the serial communication between the server and
the device. For our prototype experiment, this is limited by
the UART with a baud rate of 115 200 bps for communication
with the PC through RS232. It takes the device approximately
694 μs × 2 = 1388 μs to receive a 64-bit challenge and
transmit a 64-bit response, including the start and stop bits
required for the transmission of each byte. The total time for
one authentication event is thus 1390.64 μs. This can be sub-
stantially reduced by using a faster serial link with a much
higher baud rate. The total power consumption of the proposed
protocol implemented on Xilinx Artix-7 FPGA is 101 mW.

Since TRNG can also be utilized for fake response gen-
eration, for comparison, we have implemented the coherent
sampling ring oscillator-based TRNG (COSO-TRNG) from
among the low-cost TRNGs suitable for FPGA implementation
recently surveyed in [47]. As shown in Table III, this TRNG
consumes 164 LUTs and 139 FFs, which are more than the
134 LUTs and two FFs of APUF.

Fig. 10 compares the prediction rate and attack time by
the LR attack on using 64- and 256-stage FF-APUFs against
conventional APUF of similar hardware complexity. For the
same number of stages, FF-APUF requires significantly more
number of training data to achieve the same prediction rate.
Fig. 11 shows the attack time T for using FF-APUF as real
APUF in our proposed deception protocol with different Tmin.
Compared with using conventional APUF for the same fixed
Tw = Tmin with Tos = 0 in Fig. 9, T is comparable, if not
slightly higher, for the same number of training samples NCRP.

Fig. 11. Overall attack time T taken by modeling attacks to predict FF-APUF
designs with respect to the minimum number of training samples NCRP and
static Tmin of the proposed deception protocol.

Although the training time for each sample increases only neg-
ligibly, NCRP increases significantly for the same prediction
accuracy. Hence, the overall attack time increases substantially
by replacing the conventional APUF with equally lightweight
FF-APUF as SPUFG in the proposed deception protocol.

The prediction rate of a 64-bit FF-APUF model trained
with 18 050 CRPs during enrollment is 99.5%, as shown in
Fig. 10. The worst reliability of the FF-APUF implemented
on Xilinx Artix-7 FPGA is 93.9% at 10% underrated core
voltage [36]. Since the average bit error rate due to the accu-
racy of FF-APUF model is negligibly small (0.5%) compared
with the worst reliability of the physical FF-APUF in the field,
the fraction of response bit differences between the model and
the real FF-APUF will be kept below 7% for the device oper-
ating at temperature between 0 ◦C and 70 ◦C with no more
than ±10% rated voltage variations. This is confirmed experi-
mentally by the 94.17% prediction rate of the 64-bit FF-APUF
model tested with 6% errors injected into the CRPs generated
by the device PUF. Hence, the FHD tolerance τ can be conser-
vatively set to 0.1 to reduce the false rejection rate to virtually
zero. The barrier to modeling attack is still high as the model
built by the attacker must have at least 90% accurate prediction
rate for its response to be authenticated successfully.

VII. PROTOCOL COMPARISON

The survey in [22] divides the PUF-based authentication
protocols into two groups, heavyweight and lightweight. Most
of the heavyweight protocols require either a strong crypto-
graphic algorithm for privacy amplification and an ECC for
response reconciliation [23]–[27]. For example, the controlled
PUF [48] applies hashing to obfuscate its CRPs and requires
ECC to correct the noisy responses. The ECC helper data has
to be securely stored in order to prevent helper data manip-
ulation attack [49]. A detailed review and comparison of the
heavyweight authentication protocols have already been done
in [22]. In this work, we focus on the lightweight group. Three
lightweight protocols, including the slender PUF [28], noise
bifurcation [29], and system-of-PUF protocols [46], as well as
two recently published authentication protocols, lockdown [9]
and latent obfuscation are considered.

Table IV compares the proposed deception protocol against
the basic authentication protocol and five lightweight authen-
tication protocols. PUF-independent relates to whether or
not the protocol requires a specific PUF design; Modeling
resistance refers to the protocol-assisted resistance to model
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TABLE IV
COMPARISON OF THE PROPOSED DECEPTION PROTOCOL AGAINST

LIGHTWEIGHT PROTOCOL FINALISTS FROM [22] AND TWO RECENT

PUBLISHED PROTOCOLS, LOCKDOWN PROTOCOL FROM [9] AND LATENT

OBFUSCATION [31]

building attacks; Number of auth. refers to the quantity of
CRPs that can be authenticated; HW implement evaluates the
physical feasibility to implement these protocols on an FPGA
or other hardware devices; and TRNG refers to any TRNG
component used in these protocols.

As analyzed previously, the proposed deception protocol
demonstrates good robustness to different ML-based attacks.
Any type of SPUF can be used as the genuine SPUF or fake
SPUF. Among the previous works, only lockdown protocols
have no restriction on the PUF design. However, its implemen-
tation cost is not reported and its model-based authentication is
designed based on system-level instantiation of hard-to-learn
XOR-PUF instead of generic machine learnable SPUF.

Except lockdown, latent obfuscation, and our proposed
deception protocols, other authentication protocols listed in
Table IV are vulnerable to modeling attacks. Typically, a
TRNG is used to generate a random substring to hide the
response, e.g., in slender PUF [28]. In our work, a temporal
control is used to delay the attacker from collecting enough
correct CRPs from the real SPUF within a practical time.
Overall, the proposed deception protocol is the only authenti-
cation protocol that has achieved all the desirable metrics. It is
the only scheme that allows the practical realization of secure
model-based authentication with generic machine-learnable
SPUF. The number of authentications is limited only by the
CRP space of the SPUF and the attacker is time restricted in
making consecutive queries to collect the unused CRPs.

VIII. CONCLUSION

Security solutions today focus mostly on blocking attacks.
Deception as a defense strategy provides greater delay, con-
fusion, and disruption than rejecting sessions to the attacker’s
onslaught. It can drive preventive countermeasures to delay
an attack, causing the adversary economic harm to figure out
what is real and what is not, and hesitant to proceed. In this

article, we propose a novel deception authentication protocol
by deceiving the adversary to use a training set dominated by
fake/invalid responses for ML. This will prevent their PUF
clone from correctly predicting the response to the unknown
challenge. The proposed deception-based challenge–response
interface works with a real SPUF, a fake SPUF, a counter,
a register, and a comparator to make the modeling of the
real SPUF easy during enrollment but infeasible upon device
deployment by delaying the collection of the required number
of correct training data by an unpredictable and impractically
long time. Attempts to shorten this data collection time will
increase the number of fake CRPs used for training. The rapid
drop of prediction accuracy with an increasing fraction of fake
responses is demonstrated using two of the most widely known
modeling attack techniques, LR and CMA-ES. The enrolled
software model of real SPUF is used by the server to perform
authentication requests through the proposed mutual authenti-
cation protocol. The protocol has been analyzed to be secure
against replay and MITM attacks. The device-side components
required to support the deception protocol are implemented on
a Xilinx Artix-7 FPGA to validate its hardware efficiency. The
entire authentication system for a prover consumes only 1.12%
of LUTs and 0.62% of FFs. 388 slices are consumed overall,
representing 2.45% of the resources of a Xilinx Artix-7 FPGA.
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