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Abstract. Post-quantum cryptography with lattices typically requires
high precision sampling of vectors with discrete Gaussian distributions.
Lattice signatures require large values of the standard deviation parame-
ter, which poses difficult problems in finding a suitable trade-off between
throughput performance and memory resources on constrained devices.
In this paper, we propose modifications to the Ziggurat method, known
to be advantageous with respect to these issues, but problematic due to
its inherent rejection-based timing profile. We improve upon information
leakage through timing channels significantly and require: only 64-bit un-
signed integers, no floating-point arithmetic, no division and no external
libraries. Also proposed is a constant-time Gaussian function, possess-
ing all aforementioned advantageous properties. The measures taken to
secure the sampler completely close side-channel vulnerabilities through
direct timing of operations and these have no negative implications on its
applicability to lattice-based signatures. We demonstrate the improved
method with a 128-bit reference implementation, showing that we retain
the sampler’s efficiency and decrease memory consumption by a factor of
100. We show that this amounts to memory savings by a factor of almost
5,000, in comparison to an optimised, state-of-the-art implementation of
another popular sampling method, based on cumulative distribution ta-
bles.

1 Introduction

Lattice-based Cryptography (LBC) has become popular in the field of post-
quantum public-key primitives and aids research into more advanced crypto-
graphic schemes such as fully-homomorphic, identity-based and attribute-based
encryption. For a thorough review on applications and background of LBC, see
[1]. This attention is partly due to the low precision arithmetic required to imple-
ment a lattice scheme, which rarely extends beyond common standard machine
word lengths. The algorithmic complexities are based on vector operations over
the integers.

There is one, increasingly contentious, component which requires extra pre-
cision: Gaussian sampling. By cryptographic standards, this extra precision is
low and begins and ends in the sampling phase. First introduced theoretically to
LBC in [2], Gaussian sampling has been shown to reduce the required key sizes



of lattice schemes, but also to be prone to side channel attacks. As an example of
this, an attack [3] on the sampler in the lattice-based signature scheme, BLISS
[4], has been demonstrated using timing differences due to cache misses.

Regardless of the push toward other solutions for cryptographic primitives,
Gaussian sampling is prevalent in LBC. It appears in the proofs of security of the
fundamental problems [2] and the more advanced applications, especially those
using lattice trapdoors [5], rely on it. Each of these applications will be expected
to adapt to constrained devices in an increasingly connected world. The NIST
call for post-quantum cryptographic standards [6] has resulted in a large number
of lattice-based schemes being submitted, of which a significant proportion use
Gaussian sampling [7J8/9].

Issues around the timing side channel exposed by the Gaussian sampling
phase would ideally be dealt with by implementing outright constant-time sam-
pling routines. However, popular candidates for LBC include the CDT [10] and
Knuth/Yao [11] samplers, based on cumulative distribution tables and random
tree traversals, respectively. The impact of ensuring constant-time sampling with
these methods is a reduction in their performance.

1.1 Related Work

The large inherent memory growth of these samplers with increasing precision
and standard deviation, combined with constant-time constraints, prompted the
work of Micciancio and Walter [12]. An arbitrary base sampler was used to sam-
ple with low standard deviation, keeping the memory and time profile low, then
convolutions on the Gaussian random variables were used to produce samples
from a Gaussian distribution with higher standard deviation. The result was a
significant reduction in the memory required to sample the same distribution
with just the base sampler, with no additional performance cost. Importantly,
given a constant-time base sampler operating at smaller standard deviation, the
aggregate method for large standard deviation is constant-time.

The Micciancio-Walter paper boasts a time-memory trade off similar to that
of Buchmann et al.’s Ziggurat sampler [I3]. The former outperforms the latter
as an efficient sampler, but the latter has a memory profile better suited to
constrained devices. It can be seen in the results of [I2] that the convolution
method’s lowest memory usage is at a point where the Ziggurat has already
maximised its increasing performance. The potential performance of the Ziggurat
method exceeds that of the CDT, for high sigma, the latter being commonly
used as a benchmark. We ported the former to ANSI C using only native 64-
bit double types, we compared their performances and memory profiles, finding
the Ziggurat to be favourable for time and space efficiency, for increasing size of
inputs and parameters. See Figure[I] for throughput performance and Table [I] for
memory consumption. This comparison is the first of its kind, where Buchmann’s
Ziggurat has been implemented in ANSI C, free from the overhead of the NTL
library and higher-level C++ constructs, as the CDT and others have been.

The problem with the Ziggurat method is that it is not easy to contain timing
leakage from rejection sampling. The alternative is to calculate the exponential
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Fig.1: Time taken for preliminary Ziggurat and CDT samplers to sample 1
million Gaussian numbers. These early experiments were done to 64 bit precision
using floating point arithmetic on one processor of an Intel(R) Core(TM) i7-
6700HQ CPU @ 2.60GHz

function every time. But it is the exponential function, in fact, which causes the
most difficulty. Both the NTL [14], used in [I3], and glibc [15], used in Figure
exponential functions are prone to leakage, the former from early exit of a Taylor
series and the latter from proximity to a table lookup value.

Sampler ‘Memory usage(Bytes)
CDT 32,778
Ziggurat 1,068

Table 1: Memory usage of the 64-bit CDT and Ziggurat samplers at o = 215.
Value for Ziggurat is for 64 rectangles, where its performance peaks.

1.2 Owur Contribution

We build on the work of Buchmann et al. [13] by securing the Ziggurat sam-
pler with respect to information leakage through the timing side channel. The
algorithms proposed in this paper target schemes which use a large standard
deviation on constrained devices.



— We highlight side-channel vulnerabilities in the Ziggurat method, not men-
tioned in the literature, and propose solutions for their mitigation.

— The Ziggurat algorithm is redesigned to prevent leakage of information through
the timing of operations.

— We propose a novel algorithm for evaluating the Gaussian function in con-
stant time. To the best of our knowledge, this is the first such constant-time
algorithm.

— The Gaussian function, and the overall Ziggurat sampler, is a fixed-point
algorithm built from 64-bit integers, using no division or floating point arith-
metic, written in ANSI C.

— The reference implementation achieves similar performance to the original
sampler by Buchmann et al. and, as it is optimised for functionality over
efficiency, we expect the performance can be further improved upon.

— The amount of memory saved by using our algorithm is significantly greater
than the advantage seen, already, in the original sampler.

— We argue that the proposed sampler now has sufficient resilience to physical
timing attacks to be considered for constrained devices (such as microcon-
trollers) and hardware implementations not making use of a caching system.

The paper is organised as follows. After a preliminary discussion in Section 2]
Gaussian sampling via the Ziggurat method of [I3] is outlined in Section [3] The
new fixed-point Ziggurat algorithm is described in Section[d] as is the new fixed-
point, constant-time Gaussian function, in Section We discuss the results of
the sampler and the security surrounding the timing of operations in Section

2 Preliminaries

Notation = We use the shorthand {z;}7, e {zili € Z,a < i < n}. When
dealing with fixed-point representations of a number z, we refer to the fractional
part as xg and the integer part as 2z. The same treatment is given to the results
of expressions of mixed numbers, where the expression is enclosed in parentheses
and subscripted accordingly. The approximate representation of a number y is
denoted 7.
Discrete Gaussian Sampling A discrete Gaussian distribution Dy , over
Z, having 0 mean and a standard deviation denoted by o, is defined as p,(z) =
exp(—x?/20?) for all integers z € Z. the support, 3, of Dz, is the (possibly
infinite) set of all  which can be sampled from it. The support can be super-
scripted with a 4+ or — to indicate only the positive or negatives subsets of 3
and a zero subscripted to either of these to indicate the inclusion of 0.
Considering S, = po(Z) = > pe . po(k) ~ /270, the sampling probability
for € Z from the Gaussian distribution Dz, is calculated as p,(z)/S,. For
the LBC constructions undertaken in this research, ¢ is assumed to be fixed and
known, hence it suffices to sample from Z* proportional to p(z) for all z > 0
and to set p(0)/2 for x = 0, where a sign bit is uniformly sampled to output
values over Z.



Other than the standard deviation, o, and the mean, ¢ = 0 for brevity,
there are two critical parameters used to describe a finitely computed discrete
Gaussian distribution. The first is the precision parameter, A, which governs the
statistical distance between the finitely represented probabilities of the sampled
distribution and the theoretical Gaussian distribution with probabilities in RT.

The second is the tail-cut parameter, 7, which defines how much of the Gaus-
sian distribution’s infinite tail can be truncated, for practical considerations.
This factor multiplies the o parameter to give the maximum value which can be
sampled, such that 8 = {z| 0 < 2 < [70]}. The choice of A and 7 affects the
security of LBC schemes, the proofs of which are often based on the theoretical
Gaussian distribution. The schemes come with recommendations for these, for
a given security level.

The parameters A and 7 are not independent of each other. Sampling to A-bit
precision corresponds to sampling from a distribution whose probabilities differ
by, at most, 27*. The tail is usually cut off so as not to include those elements
with combined probability mass below 2~*. By the definition of the Gaussian
function, this element occurs at the same factor, 7, of o. For 128-bit precision,
7 =13, and for 64-bit precision, 7 = 9.2.

Taylor Series Approximation The exponential function, e*, expands as a
Taylor series evaluated at zero like such, e® = Y >° 2"/il. When the term to be
summed is < 27, the function has been approximated to A bits.

3 Discrete Ziggurat Sampling

The Ziggurat sampling technique of Marsaglia and Tsang [16], is a rectangle-
wedge approach to rejection sampling originally proposed for both normal and
exponential distributions. The basic method of ‘rejection’ sampling a distribution
is to uniformly sample two numbers, z and y. If y < p, (), then z is returned as
the sampled variable. In other words, x is rejected with probability determined
by the distribution D,. The computational expense in calculating p,(z), or,
the alternative, storing all the information in the distribution, motivated the
development of the Ziggurat method.

The distribution is enclosed by a set of m rectangles, {R;}"_;, such that
the bottom-right corner of each rectangle is a point on the distribution. Figure
1 shows the first few and the m!" rectangles of such a set. Each R;, in the
continuous case, is the area given by x;(y;—1 — y;) and Ry is simply the zg
co-ordinate. A continuous description is given here and then adapted for the
discrete case.

For each R;+1, there is a continuous set of z; < x;_; such that every y; within
R, is completely under the distribution and such that every rectangle contains
the same 2-dimensional sample space. In the continuous case, this corresponds to
rectangles of equal area. It is therefore possible to uniformly sample an R; and
accept the majority of ;s without having to compute f(z) = p,(x). Increasing
the number of rectangles covering the distribution decreases the probability of
x being in the ‘rejection zone’ and improves the efficiency of the algorithm.
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Fig.2: The Ziggurat setup. Rectangles of equal area enclose a Gaussian distri-
bution.

However, more rectangles require more storage and a balance must be found
between time and space. With the Ziggurat method, f(x) need only be computed
in a relatively low number of instances; when the number to be sampled is in
the rejection zone. Also, the second co-ordinate, y, need only be generated in
these instances. Generating a random integer within the range of the number of
rectangles is more efficient than generating a number to the required precision
of the sampled distribution.

The discrete Gaussian distribution, and the Ziggurat method for sampling
from it, are similar to their continuous counterparts. The intuitive difference is
that the distribution now takes the form of a histogram. The x value which mul-
tiplies the y value to give the common area, as opposed to being the horizontal
distance from zero to x;, is now the number of integer values on the z- axis
contained within the rectangle. This will be the value |z]| 4+ 1, to account for
zZero.

The discrete Ziggurat of [I3] is summarised in Algorithm [1} although note
that we have omitted the sLine() phase, for simplicity, as we do not use it in
our algorithm. For now, we wish to simplify and merge the paths through the
sampler, so we restrict the algorithm to its minimally essential form.

In Algorithm [T} the 2-dimenional sample space is uniformly sampled in y, i.e.
an R, is chosen, then uniformly sampled in « over {|z; ]|} ;. These samples are
mostly accepted. In some cases, when x is higher than x;_1, sampling to finer
precision is needed in y. Then, the vertical space of the rectangle is discretised
into 2* elements and uniformly sampled. Should this point lie within the vertical



Algorithm 1 Z1G_NTL_SAMPLE(m, o, A, {|x: |}, {F:}7™0)

=1

1: while true do

2 &L s S {11} 2 & i,
3: if 0 <z <z;—1 then

4: return sx

5: else

6: if x =0 then

7 b {0,1}

8: if b =0 then

9: return sz

10: else

11: continue

12: else \

13; v ST =y G — )
14: if § < po(z) — g; then

15: return sz

16: else

17: continue

region covered by the distribution, it is accepted. Rejection of a sample causes
the process to begin again, until the function outputs a sample.

4 Fixed-Point Ziggurat Method with Time
Considerations

Here, we describe and analyse how the proposed sampler operates. Specifically,
this section details the novel contribution of this work. Section [4.1| provides an
overview of how the Ziggurat method has been adapted to consider the timing
side-channel and suitability for constrained devices at parameters for lattice
signatures, namely, high standard deviation, o. Section [4.2]sets up the theoretical
basis of the constant-time Gaussian function with Theorem [[ and discusses the
required input precision, with Theorem 2] Finally, the Gaussian function is given
explicitly in Algorithm 4| and described throughout the section.

4.1 Timing Attack Resilient, Time-Independent Ziggurat Sampling

A purely constant-time rejection sampler over discrete Gaussians is hard to en-
visage, apart from one that calculates the probability function at every sample,
which is a low memory, low performance extremum. Rather than focus on sam-
ple by sample uniformity in the temporal distribution of the sampler, we reduce
the number of possible timings of the Ziggurat method from arbitrarily many,
depending on how the Gaussian function is called, to two: sampling in the re-
jection zone in constant time over the integers, or accepting straight away in
constant time over the integers.



Apart from the constant-time routine for the Gaussian function, there are a
few paths through the Ziggurat which need to be merged before the above can
be done. As can be seen in Algorithm [I] the original Ziggurat method will take
a unique path when z = 0. An attacker with the ability to time the operations
of the sampler would, hence, know those samples with value zero, which are also
the most frequent. Not all paths through the algorithm are as obviously insecure.
For instance, should z = 0 be rejected, the attacker still gains information about
the state of the underlying PRNG. Either way, information leakage of the kind
which gives an attacker a high degree of confidence in the values of variables in
the sampler (near certainty, in this case), is required to be mitigated.

Algorithm [2] shows the proposed Ziggurat sampling algorithm. Note that Al-
gorithmis the function which calls p, (x), the Gaussian function of Algorithm
For descriptions of the other functions called, see the prose which follows.

Algorithm 2 ZIGGURAT_SAMPLE(m, s, A, {|z:] iy, {8:i}%0)

1: while true do

2 rE iy s & {01}, 2 & !

3: z= |z (x,+1)] > z/2) = R,
4: acc = ct_1lte(z,z,_1) A (ct_isnonzero(z) V s)

5: if acc then

6: break

7 else

8: acc = Ziggurat_Sample_y(z, Yr—1, Yr, 0, \)

9: acc = acc A ct_isnonzero(z)

10: if acc then >y <y
11: break

12: return x — ct_select(0, 2z, s)

Algorithm 3 ZIG_SAMPLE_Y(z, §b, Ya, 0, \)

1y & {Z}figl
2 9=9" (U — Ja)
3: return ct_1te(y, po () — Ja)

In Algorithm [2} the table of y values of the rectangles, the {g;}7,, are p-bit
unsigned integers representing numbers in [0, 1). For all cryptographic purposes,
p is greater than the length of machine words and requires high precision arith-
metic. {|z;]}7, are unsigned integers which normally fit within 32 bits. Only
when o is a value higher than those which have so far been proposed, does this
change.

Uniform sampling of {x;} to p-bit precision is performed by sampling x
to p bits from a cryptographically secure pseudo-random number generator



(CSPRNG). This number is interpreted as an integer representing the numerator
of a fixed-point fraction in [0,1). Thus, by multiplying this uniformly random
fraction by the discrete size of the rectangle, as in Line [3] of Algorithm [2] and
taking the floor, we get a uniform sample in the rectangle.

The important novelty in this algorithm, with regards to timing, is the pair
of accept (acc) conditions. In Algorithm 1} if a non-zero sample was accepted, it
was negated with probability 1/2. If the sample was zero, it was accepted with
probability 1/2. We use this fact in Algorithm [2| to handle these cases in the
same computational step. Line [ gives the logical shortcut to the desired out-
come. Before describing this shortcut, a note on constant-time logical operations
follows.

All functions beginning ct_ are constant-time functions which return a 0 or
a 1 as an unsigned integer. As an example, ct_1te(a,b) returns 1 if a < b and 0
otherwise. All logical operations in these algorithms are implemented as bitwise
operations on values returned from these functions. Hence, the logical binary
operations can be synthesised in constant time by bitwise operations restricted
to values of 0 and 1.

The particular logic of Line 4 comes from the fact that the same bit is used to
determine if the case x = 0 is accepted, as is used to determine the sign of non-
zero accepted samples. The logic for accepting is thus (x =0 — s) Az < ;1.
As P - Q=-PVQ, we get Line[d]

If the accept condition holds, the loop breaks and the sample is returned in
Line [I2] If it does not hold, the algorithm goes into the rejection phase. The
algorithm sends rejected x = 0 samples through a redundant rejection phase, to
prevent a timing attack revealing such a rejection. Thus, an attacker can know
when a sample has been rejected, which is probably unavoidable with a rejection
sampler, but not what the sample was. This is crucial for ensuring that the state
of the underlying CSPRNG is not compromised.

The loop will continue until it breaks, in which case a sample will be ready
to be returned. A constant-time select function, ct_select(a, b, c¢), returns a
if c =0 and b if ¢ = 1. Thus, Line [4 converts a sample z # 0 to a negative if
the sign bit is set and leaves it alone if not. This operation will leave an z = 0
sample alone and the sampler will have two possible timings for an accepted
sample and all rejections traverse the same computational path. If the function
po(2) is made constant-time, the Ziggurat sampler is now significantly more
robust against side-channel analysis.

4.2 Constant-Time Gaussian Evaluation

The Ziggurat sampler requires the evaluation of the exponential function to high
precision, which must be done in constant time if it is to be suitable for crypto-
graphic purposes. This is the fundamental design specification. The exponential
function must also preserve, if not accentuate, many of the advantageous quali-
ties of the Ziggurat sampler. Particularly, the Ziggurat method offers comparable
performance to the CDT and Knuth/Yao samplers, but at a fraction of the mem-



ory consumption. This quality makes it a desirable candidate for hardware and
embedded lattice-based cryptosystems.

Accordingly, the exponential function must have a small memory footprint,
require as few hardware features ( e.g. floating point arithmetic) as possible and
avoid hardware-expensive division. The 8kB tables of glibc’s standard 128-bit
exp() function [I5], for example, would triple the memory required for a 128-bit
Ziggurat sampler with 128 rectangles. The lack of large lookup tables will result
in a performance hit. However, there are numerous areas where at least some of
this penalty can be diminished.

For example, the use of unsigned integers instead of floating point types
and the replacement of divisions with multiplications should soften the penalty
incurred. Combining this with the fact that the Ziggurat can be tuned so that
calls to exp() will be made only for a small fraction of samples, the performance
should remain comparable to that of the competing samplers.

Several challenges arise from the design criteria:

— Generating multi-precision arithmetic operations from the largest unsigned
integer types which can be deemed standard (64 bits in this paper).

— Avoiding division for rational approximations, where division is a common
component.

— Utilising these operations to mimic the floating point operations often used
to approximate real numbers.

— Maintaining the Ziggurat’s light-weight memory profile, whilst ensuring that
the performance is comparable to other attempts at extending to high o or
A

Mathematical Underpinnings Recall that the Gaussian function is the eval-
uation of the exponential function over negative reals.

Theorem 1. The evaluation of the exponential function f(x') = exp(z'), Va' €
Ry and f(2') € [0,1), can be formulated to output an integer in Z,, where
q = 2%, representing the numerator of the closest fraction, over q, to f(z'). The

problem is transformed to that of calculating a left shift,
ly = (log26~()\-ln2—s-x2)z)z, (1)

and y, = exp(x), for the fractional exponent

x=In2-(log;e-(A-In2—s- xQ)Z)@ +(A-In2—s-2%)g (2)
Proof. The objective is to calculate 3’ such that

v

_22/202
xR y=e " 3)

for all x € 8*. Changing the denominator of the left hand side to base e and
rearranging gives



y/ — e—x2/202+/\1n2. (4)
Let 2’ = —22/20? and k = 2’ + AIn2, then observe that the range of values
input to the exponential function shifts from —72/2 <2’ <0to Aln2 —72/2 <
k < XAln2. For A = 128 and 7 = 13, for example, the range is from ~ 4.2 to
~ 88.7. Also, iy € Zqy»x, always.

The new exponent k will consist of an integer part, kz, and fractional part,
kg. Thus,

ekathe — ghz . ko (5)

— 2kz 10g2 e . ek@’ (6)

where a change to base 2 is made to convert the integer exponentiation to a
shift on the result of the fractional exponentiation. Before this can be done, the
fractional part of kz log, e must be subtracted and added back into the fractional
exponentiation.

Let | = kzlog, e. Hence,

ol = olz . ole (7)
— 2lz . el@~1n2 (8)

and, therefore,
ek — 2[2 . el@'ln 2+kQ- (9)

Hence, the final left shift is [z, and the input to the Gaussian Taylor Series is
X = lg - In2 + kg. Here,

E=X-In2—s-22 (10)

and
l=kg-logye (11)
|

Theorem [I] shows that the Gaussian function can be approximated with an
integer, so long as a suitable approximation method is used for y,. Algorithm
presents the Gaussian function explicitly.

The design criteria which limits the choice of approximation method the most
is the absence of division. For example, whereas methods such as continued frac-
tions converge more rapidly, they require division by the input value. As the
input values cannot be stored as precomputed fixed-point fractions, the crite-
ria demands that the algorithm does not divide by the input. Hence, the only
(immediately obvious) choice for the approximation method is the Taylor series.
Theorem (1] is useful because, without converting the integer component of the
exponentiation to a shift, the terms of the Taylor series, although converging,
would contain x to too high a power to efficiently store and process.



Algorithm 4 p(z, s, \)

Require: {fi = +}%, >N st fypr <277
kZ:(/\'III?—S'IQ)Z

kp=(\-In2—s-2%)g

lz = (kZ - log,, e)Z

lop = (kz -log, e)Q

X =lg-In2+ kg

Y= 1+Z£V:1Xl'fi

return ((w Cae) << lZ)Z

The exponential function takes, as its fundamental input, a uniformly sam-
pled z € B4 and returns a y € [0,1), to A bits of precision. This y will be
represented as a fraction over 2%, or more precisely, as a A-bit extended un-
signed integer type with the implied denominator having been accounted for by
the operations which act on x. There are three steps: (i) Calculate shift and
input to Taylor series, (ii) Evaluate the Taylor series and iii) apply shift to the
result of the Taylor series.

Let f; be an approximation, to p bits of precision, of 1/i!. Hence, the fixed-
point Taylor series is given by

y=> x""f (12)
=1

Because of the propagation of uncertainty through operations on finite rep-
resentations of numbers in R, the constants (such as In2; the inverse factorials,
etc.) are required to have greater precision than the output precision, A.

Theorem 2. The precision, p, to which x and the set of f; must be stored is
given by

p=A+logy (Y li-x' ™ fil + ') (13)

i=1

Proof. Asy, = Y7, X" fi, and has X bits of precision, the input value y and
the factorial constants, f;, will be required to have p bits of precision such that
Sx =2~ P+t and 6 f; = 2= @+, From this it is required that

(Sxes) o w
i=1
Uncertainty propagates through this expression in the following ways

o' i X S(X' - fi) _oX' | ofi

A R




and, hence,

K2

5<_Zn:><i i) = D00 ) (16)

Il
-

" s 6f ,

:Z(I;(I ! f|) b £l an
i=1 v
n 5y 6f; ‘

i=1

Substituting in the required uncertainties in terms of A and p and rearranging
gives

9—(A+1) _ 9—(p+1) Z (|z T fi] + |Xz|) (19)
i=1
and n
p:/\+log2(Z|i'xi’1-fi|+\xi|)' (20)
i=1
|

Note that the ¢ = 0 term, which goes to 1, contributes nothing to the error and
has furtively disappeared from the analysis. Equation gives the precision to
which the inverse factorials must be stored and a similar analysis on the constants
used before the Taylor Series shows that, in total, 32 extra bits would suffice.
The reference implementation uses an extra 64 bits for maintaining simplicity
in the arbitrary precision arithmetic, so the algorithm can be further optimised
for performance as the Taylor series is the bottleneck of the Gaussian function
and sensitive to the size of the input.

The number of terms, n, is small for values close to the point around which
a Taylor expansion was taken, x = 0 in this case. As this algorithm must exit
all iterations as if it were the worst case, n and, hence, x must not grow large.
Equation is monotonically increasing, but grows to only 2 extra bits for y
between 0 and 1, whereas for x approaching 2, the required extra bits is above 40.
This amounts to extra storage required for the inverse factorials and overhead in
the most computationally expensive part of the algorithm, in dealing with the
non-zero, increasing integer components .

The potential overflow from converting between base 2 and base e to get
Equation @D is to be avoided and we choose to allow x to overflow or underflow,
keeping track of this with a selective multiplication by either 1, 1/e or e. We
propose a constant-time solution to this issue with the final Gaussian function
defined in Algorithm

The constant-time underflow and overflow operations adhere to the same
logical conventions as described in Section [.1] The function ct_1t is a constant-
time < operation and ct_select is the same as before, although it is now used
twice in succession to select between 1, e or 1/e.



Algorithm 5 GAUSS_EXP(z, s, \)

1: Require: {f; = %}f\le >N st fyer <272
2 af = (s-2%)z

3 2= (s-2%)g

4: Iz = (logge- (A-In2—x7)),

5: lp = (long -(A-In2 f;c’Z))@

6: x =1lg-In2—xp

7 be =0 > Let be be unsigned.
8: be —= ct_underflow(x, lo - In2, zg)

9 t=x

10: x += (A-1n2)g

11: be += ct_overflow(x, t, (A-1n2)q)

12: =1+ 30, X' fi

13: ce = ct1t(0, be)A ct1t(be, 0 — 1) >1lifbe =1
14: @ = ct_select(l, e, c.)

15: ce = ct 1t(1, ce)

16: ae = ct_select(ae, 1/e, ce)

17: return ((d) Cae) << lz)z

Listing IEI shows the code for the constant-time operations used in the refer-
ence implementation of the Ziggurat sampler. The UINT types are the standard
unsigned integers prefixed by whichever number of bits they have. The fix _t
types are also labelled by their bit precision and represent fixed point fractions
composed of a number of UINT64 types. For example, if n is a £ix128_t, it will
contain two UINT64 types in a struct, called n.a0 and n.al. The logical functions
return a 0 or 1 and the selection functions return the selected value.

UINT32 ct_isnonzero_£f128(fix128_t x)

{

return ((x.al0|l-x.a0) >> 63) & ((x.all-x.al) >> 63);
}
UINT32 ct_isnonzero_u32(UINT32 x)
{

return (x|-x)>>31;
}
UINT32 ct_1t_u32(UINT32 x, UINT32 y)
{

return (x~((x"y) | ((x-y)~y)))>>31;
}

UINT32 ct_lt_u64(UINT64 x, UINT64 y)

! These functions are adapted from https://cryptocoding.net/index.php/Coding_
rules|and have been extended to use multi-precision logic.


https://cryptocoding.net/index.php/Coding_rules
https://cryptocoding.net/index.php/Coding_rules

return (x~((x"y) | ((x-y)~y)))>>63;

UINT32 b,

fix128_t b)

fix2566_t b,

}
UINT32 ct_lte_u32(UINT32 x, UINT32 y)
{
return 1 ~ ((y~((y~x) | ((y-x)"x)))>>31);
}
UINT32 ct_lte_£f128(fix128_t a,
{
return ct_1lt_u64(a.al, b.al) |
ct_select_64(0, (1°ct_lt_u64(b.al,
(1" ((a.al-b.al)|(b.al-a.al))>>63));
}
UINT32 ct_neq_u32(UINT32 x, UINT32 y)
{
return ((x-y)|(y-x))>>63;
}
UINT32 ct_select_u32 (UINT32 a,
{
/* -0 = 0, -1 = Oxff....ff x/
UINT32 mask = - bit;
UINT32 ret = mask & (a”"b);
ret = ret ~ a;
return ret;
}
fix256_t ct_select_£f256 (fix256_t a,
{
/* =0 = 0, -1 = Oxff....ff */
UINT64 mask = - bit;
fix256_t ret;
ret.a0 = mask & (a.a0 ~ b.a0);
ret.al = mask & (a.al ~ b.al);
ret.a2 = mask & (a.a2 ~ b.a2);
ret.a3 = mask & (a.a3 ~ b.a3);
ret.a0 = ret.a0 ~ a.al;
ret.al = ret.al =~ a.al;
ret.a2 = ret.a2 "~ a.a2;
ret.a3 = ret.a3 "~ a.a3;
return ret;
}

a.al0)),

UINT32 bit)

UINT64 bit)

Listing 1: Constant-time operations to the various precisions required for a 128-
bit implementation of the Ziggurat sampler.



5 Results

This section discusses the enhancements to the Ziggurat method provided by
our algorithm. In particular, the low-level construction of the sampler leads to a
significant reduction in the memory footprint, as presented in Section [5.1} and,
as outlined in Section [5.2} the side-channel resilience of our algorithm makes the
Ziggurat method, and the range of parameters to which it is suited (i.e. high
standard deviation), a more attainable objective for LBC.

5.1 Performance and validation

The algorithm presented in this paper solves issues involved with sampling from
the discrete Gaussian distribution over the integers via the Ziggurat method,
with significantly better resilience to side-channel attacks. The sampler retains
its efficiency, improves upon use of memory resources and is more suitable for
application to low-memory devices and hardware due to the integer arithmetic
and lack of division.

Section shows the performance and memory profiles of our proposed sam-
pler, as well as the original Ziggurat and the CDT [I7] samplers. We refer to our
sampler as Ziggurat_O and to the original algorithm, proposed by Buchmann et
al. [13], as Ziggurat_B. We notice only a slight decrease in performance, accom-
panied by improvements of orders of magnitude in memory use, especially when
code is taken into account (as can be seen by the sizes of executables). It should
be noted, however, that the reference implementation was built with function-
ality in mind, and there is room for optimising the code, see Section The

Sampler |Time (ms for Stack and Heap|Size of executable (B)
10% samples)|Allocations (Max) (B)

Ziggurat_O 1,102 1,200 27,376

Ziggurat_B 1,012 123,000 2,036,608

CDT 320 5,961,000 45,576

Table 2: Performance and memory profile of 106 samples at ¢ = 19600 for
our sampler, Ziggurat_O, Buchmann et al.’s sampler, Ziggurat_B, and the CDT
sampler [17]. All measurements were made with a single CPU on an an Intel(R)
Core(TM) i7-6700HQ CPU @ 2.60GHz. Note, the number of rectangles was 64.

results show significant improvements in the memory consumption of the Ziggu-
rat sampler. It should be noted that the CDT algorithm has been optimised for
both efficiency and memory, as it is a core component of the Safecrypto library
[17]. For example, the full table sizes of the cumulative distribution function
for 0 = 19600 is a few times the value given here. The table sizes have been
decreased using properties of the Kullback-Leibler divergence of the Gaussian
distribution [I8]. The Ziggurat’s memory profile is orders of magnitude better



than that of the CDT and its performance is a small factor slower. With al-
gorithmic ideas for increasing performance suggested in Section [£.] alongside
low-level optimisations already applied to the CDT sampler (e.g. struct pack-
ing), we expect the small factor by which the performance drops can be reduced,
possibly to the extent of becoming a performance gain.

For qualitative assurance of functionality, see Figure [3] which shows the fre-
quency distributions for 10% samples for Buchmann’s sampler and that proposed
in this paper. The sampler behaves as expected, producing a discrete Gaussian
distribution at high standard deviation.

Sampler Histogram Sampler Histogram

2500 2500
Ziggurat_B —s— Ziggurat 0 —s—

2000 2000

1500 1500

Frequency
Frequency

1000 1000

500 500

0 0
-300000 -200000  -100000 0 100000 200000 300000 -300000 -200000  -100000 0 100000 200000 300000
Sample Sample

Fig. 3: Histograms obtained from 10® samples of the two Ziggurat algorithms.

5.2 Side Channel Security

We referred to a possible attack on the unmodified Ziggurat sampler in Sec-
tion where the z = 0 sample is readily obtained by the difference in timing
of the logic in Line [6] in Algorithm [I] to every other sample. It is seemingly not
mentioned elsewhere in the literature. Furthermore, most implementations of
the exponential function are not constant-time and will perform the approxima-
tion over a given, low valued, domain and raise it to a power dependent on how
large the initial exponent was. Large lookup tables are often used to achieve high
performance and, should the exponent match a member exactly, the worst-case
scenario is direct leakage of samples through any timing method.

Typical side-channel protections to timing attacks involve ensuring that oper-
ations which depend on secret data are done in constant time. This is, seemingly,
impossible for a rejection sampler. For the Ziggurat sampler, limiting to two pos-
sible paths from beginning to accept/reject is, hence, the best that can be done.
It is important, however, that all elements of the sample space can be found to
have been sampled via both accept paths, which is the case for the enhanced
Ziggurat.



Further to the more general timing attacks, the “Flush, Gauss and Reload”
attack [3] is a topic of on-going research for which the solutions must be tested
on the Ziggurat method. This paper presents an attack on the Gaussian samplers
of the BLISS signature scheme [4], but also provides unique countermeasures for
each sampling method. Fitting these countermeasures individually and assessing
the impact on performance is beyond the scope of this paper, but the authors
of the cache attack have discussed how the Ziggurat’s countermeasures have sig-
nificantly less overhead, in theory, than than those of the CDT and Knuth/Yao.

The attack can be summarised as follows. Any non-uniformity in the access-
ing of table elements can lead to cache misses and timing leakage. It requires
that the attacker have shared cache space, which is not typical of constrained
systems, but also not an impossible situation. The countermeasure for the Zig-
gurat sampler amounts to ensuring a load operation is called on all rectangle
points, regardless of whether they are needed. The data is loaded but not used
further in most cases.

General solutions also exist to counter this attack. One such solution was
proposed by Roy [19], whereby the samples are shuffled and the particular sam-
ples for which a timing difference can be made are obscured. An analysis of the
shuffling method was carried out by Pessl [20] and improvements were made,
but research into the effect of these on the performance and memory profile of
samplers is, also, on-going.

Despite the uncertainty surrounding this attack, and the performance penal-
ties induced by the suggested solutions, we expect that the sampler proposed in
this paper will not be impacted negatively under the imposed constraints of the
“Flush, Gauss and Reload” attack. It is suggested by the authors of the paper
that the Knuth/Yao and CDT samplers be implemented in constant time to
counter the attack. In contrast, the countermeasures for the Ziggurat sampler
amount to two more (blind) load operations with every sample, which is both
negligible compared to the operations already being performed and significantly
less expensive than implementing the Ziggurat in constant time. We argue, how-
ever, that the sampler is required to be secure against attacks from direct timing
measurements of operations, before countermeasures against cache attacks can
be facilitated.

6 Conclusion

We proposed a discrete Gaussian sampler using the Ziggurat method, which
significantly negates its vulnerability to side-channel cryptanalysis. Our research
improves the Ziggurat sampler’s memory consumption by more than a factor of
100 and maintains its efficiency under the new security constraints. Compared
with the CDT sampler, the Ziggurat is nearly 5,000 times less memory-intensive.
A significant amount of work has been carried out on making the sampler more
portable and lightweight, as well as less reliant on hardware or software features,
such as floating-point arithmetic and extended precision integers. The result is a
sampler which is notably more suitable for use in industry, for its portability and



lack of dependencies, and as a research tool, for its self-contained implementation
of the low-level components which make up the entire sampler.
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